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Max. Marks 100 
CO 1 Articulate ttie main concepts, key ideas, strengttis and limitations of Operating 

Systems 
0 0 2 Analyze the structure and basic architectural components of O S 
0 0 3 Elaborate and design various scheduling algorithms 
0 0 4 Discuss various memory management schemes and design them 
0 0 5 Point out the various aspects of storage management 

B L - Bloom's Taxonomy Levels 
( L I - Remembering, L2 - Understanding, L3 - Applying, L4 - Analyzing, L5 - Evaluating, L6 -Creating) 

P A R T - A (10 X 2 = 20 Marks) 
(Answer all Questions) 

Q. 
No. 

Questions Marks C O B L 

1. Define an Operating System and explain its primary firnctions 2 1 L I 

2. Distinguish between internal vs external fragmentation 2 2 L3 

3. What is an atomic operation? What is indivisibility of an operation execution? 2 2 L 2 

4. What are system calls? State their purpose. 5 1 L3 

5. What is cascading termination? 2 4 L2 

6. What is the role of the Translation Lookaside Buffer ( T L B ) in paging? 2 3 L3 

7. Which are the conditions that may lead a process to a deadlock state? 2 3 L I 

8. Define Thrashing. 2 5 L3 

9. What are the three common file access methods?. 2 5 L3 

10. What is memory mapping of a file in Linux environment? 2 4 L2 

PART- B (8 x 8 = 64 Marks) 

Q. 
No. 

Questions Marks C O B L 

11. 
Describe the various multithreading models used in operating systems. Explain how 
each model manages the relationship between user-level threads and kernel-level 
threads. 

8 1 L2 

12. 

Explain the following process-related concepts 
i. Process states and the role of the Process Control Block (PCB) 
ii. Process scheduling and the different types of schedulers 
iii. Context switching and its importance in multitasking 
iv. Inter-Process Communication (IPC) mechanisms 

8 1 L I 

13. Explain the key services provided by an operating system and describe how 
virtualization enhances system operations. 

8 2 L3 



> 

14. 
E x p l a i n the concept o f paging i n memory management. I l lustrate w i t h a neat 
d iagram. 

8 2 L 2 

15. 
Wr i te short ly about the system ca l l s - execQ, wai tQ, open() , c loseQ, fork ( ) , read ( ) , 

wr i te 0 
8 3 L 3 

16. 

G i v e n memory part i t ions o f s izes 100 K B , 500 K B , 200 K B , 300 K B , and 600 K B 

( i n order) , h o w the f i rst- f i t a lgor i thm al locate memory to processes requir ing 2 1 2 

K B , 417 K B , 112 K B , and 426 K B ? 

I l lustrate the al locat ion and the status o f each memory b locks finally 

8 J L 4 

17. 
Descr ibe the implementat ion o f In ter -Process Commun ica t i on using P O S I X Shared 

Memory . 
8 5 L 2 

18. 
Wr i te short notes on the fo l low ing : 

a. S S T F b. S C A N c. C - S C A N 
8 5 L 3 

19. 
E x p l a i n the dif ferent file access methods ava i lab le in operating systems. Prov ide 

examples for each method to i l lustrate their funct ional i ty. 
8 4 L 3 

20 . E x p l a i n the concept o f paging w i th segmentat ion i n memory management. I l lustrate 
w i t h a neat sketch and descr ibe its wo rk ing mechan ism. 

8 4 L 2 

2 1 . E x p l a i n the different process synchron izat ion tools Mu tex L o c k s , Semaphores, and 
Moni tors. 

8 3 L 4 

22 . 

Cons ider the fo l low ing page reference str ing: 
2 , 3 , 4 , 2 , 1 , 5 , 6, 4 , 1 , 2 , 3 , 7 , 6 , 3 , 2 , 1 
Ca lcu la te the number o f page faults that wou ld occur for the fo l low ing page 
replacement a lgor i thms, assuming a f rame s ize o f 4 f rames: F i r s t - I n -F i r s t -Ou t 
( F I F O ) , Opti jaalvg^ge Rep lacement ( O P T ) , Leas t Recen t l y Used ( L R U ) . 

8 5 L 3 

PART- C (2 x 8 = 16 Marks) 
( A n s w e r a l l quest ions) 

Q. 
N o . 

Questions 

Cons ider the fo l low ing work load o f processes that arr ive at t ime 0 w i t h the g iven C P U 
burst t imes ( in m i l l i seconds) : 

Mar 
ks 

C 
O 

B L 

23 . 

Process Burst Time (ms) 
P I 10 
P 2 29 
P3 3 
P 4 7 
P 5 12 

A n a l y z e the per formance o f the fo l low ing C P U schedul ing a lgor i thms: F i r s t - C o m e -
F i r s t - S e r v e ( F C F S ) , Shortest Job F i r s t ( S J F ) , R o u n d R o b i n ( R R ) w i th a quantum o f 10 
m s . W h i c h algor i thm g ives the m i n i m u m average wa i t ing t ime? 

L 3 

24 . 

A barbershop has 5 wa i t ing chai rs and 1 barber chai r . I f no customers are present, 
the barber sleeps. A n e w customer leaves i f a l l cha i rs are fu l l ; o therwise, they sit and 
wai t . I f the barber is asleep, the customer w a k e s h i m up. E x p l a i n the cr i t i ca l sect ion 
prob lem and wr i te the semaphore-based solut ion. 

L 4 
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